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Knowledge



KnowledgeWhat is ?



Knowledge in the Pre-LLM Era: Models as a Tool for Extraction
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Impact of LLMs on Information Extraction: Zero-shot Performance (2023) 

● LLMs have not caught up with SOTA in more complex IE tasks yet, but more and more people are 
applying LLMs for IE

5

Table from Li et al. “Evaluating ChatGPT’s Information Extraction Capabilities: An 
Assessment of Performance, Explainability, Calibration, and Faithfulness”. Arxiv 2023. 

near SOTA

large gap



Impact of LLMs on Information Extraction: Few-shot and Supervised Performance (2024) 

● A very nice survey [Xu et al., 2024]: https://github.com/quqxui/Awesome-LLM4IE-Papers

● Few-shot (50 examples) performance (e.g., Code4Struct) is comparable to supervised BERT 
model trained from 500 documents

● Using the same amount of training data, conditioned generation (e.g., BART-gen) performs much 
better than sup

● [Huang et al., ACL2024Findings]
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https://github.com/quqxui/Awesome-LLM4IE-Papers


Knowledge in the Post-LLM era: Models as Knowledge Bases

Language models can be probed to 
output the target entity or relation 
similar to querying a knowledge 
graph. 

7
Petroni, Fabio, et al. "Language models as knowledge bases?." EMNLP (2019).



Models Struggle with Torso and Tail Entities 
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Sun, Kai, et al. "Head-to-tail: how knowledgeable are large 
language models (LLMs)? AKA will LLMs replace knowledge 
graphs?." arXiv preprint arXiv:2308.10168 (2023).

Will a larger, stronger LM fix 
this or it this a fundamental 

weakness? 



LLMs are Often Out-of-Date
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LLMs Hallucinate Facts 
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Hallucinations could be Harmful

11



● Knowledge overshadowing→ 

over-generalization 

🡪hallucination/bias

LLMs are Biased (by Nature) [Zhang et al., 2025]

● They are often related to dynamic events

○ Time-event relation: When did this event 

happen?

○ Location-event relation: Where did this event 

happened? 

○ Gender bias: What’s the gender of character? 

○ Negation curse: Who was not known for 

relative theory?

12



Can Language Models be Flexible Knowledge Composers? 

- Can language models be efficiently updated? 
- Can language models integrate their own knowledge and external sources?
- Can language models determine when to ask for help?  

13

Language Model

The Ideal state: a self-aware, self-updating knowledge system



Completing Knowledge Lifecycle by connecting LLMs and External Knowledge 

Large Language 
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Tutorial Roadmap 
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Section 1: Knowledge Acquisition

Memorization is strongly 
correlated with model 
performance on 
knowledge-intensive tasks 

17

Memorization is affected by model 
size, knowledge frequency and 
prefix length. Larger models 
memorize more and faster. 

Knowledge acquisition 
requires diversity of 
knowledge expression and 
tasks.



Section 2: Knowledge Storage

18

Hypothesis 1: Knowledge is stored in 
feed-forward layers which act as key-value 
memories 

Hypothesis 2: Attention also helps inform 
knowledge lookup with context 
information 

Knowledge is stored messily within a language 
model leading to negative curse, over-ripple 
etc. 

Issue with hypotheses: don’t have direct 
evidence to prove any of them. 



Section 3: Knowledge Boundary 

19

Knowledge boundaries of language models 
are probabilistic (unlike KGs)  

Language models are not inherently 
well-calibrated 

We can teach language models to refuse 
questions outside their knowledge 
boundary & express their uncertainty 

Fine-tuning LMs with unfamiliar 
knowledge will hurt their self-awareness 
of the knowledge boundary 



Section 4: Knowledge Editing Approaches & Challenges 

20

Locate-then-edit methods 

Fine-tuning methods

In-context learning methods 

Challenges of editing locality and generality



Section 5: Knowledge Editing Beyond Triples 

21

Can existing knowledge editing methods scale up? 

Long context LLMs for in-context editing 

RAG vs Fine-tuning: naive fine-tuning loses to 
RAG in terms of efficiency and performance  

Making fine-tuning work with data 
augmentation and mixing 



Section 6: Reasoning with Knowledge 

22

Does knowing mean being able to reason? Even if a 
LM can recall a fact, it often fails to perform reserve 
reasoning  and multi-hop reasoning.

Frequent knowledge can overshadow infrequent 
knowledge, leading to wrong conclusions 

Providing high quality knowledge traces can help 
the model learn to reason efficiently.



Section 7: Knowledge Unlearning 

23

What does it mean to unlearn knowledge? 

What if we cannot get the deletion data for this problem?

Typical methods to unlearn a knowledge can be parameter 
optimization, or parameter merge, or in-context learning

What Exactly Happens During Knowledge 

Unlearning?



Working with Frontier LLMs

● Knowledge is (mostly) acquired during pretraining 

● Post-training for format and style alignment

● RAG systems and Agent systems to keep knowledge up-to-date  

24



Working with Frontier LLMs

● Knowledge is (mostly) acquired during pretraining 

● Post-training for format and style alignment

● RAG systems and Agent systems to keep knowledge up-to-date  
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Can knowledge be injected later in 
the pipeline? 

How much knowledge is learned?



Working with Frontier LLMs

● Knowledge is (mostly) acquired during pretraining 

● Post-training for format and style alignment

● RAG systems and Agent systems to keep knowledge up-to-date  

26
When do we use RAG vs fine-tuning vs 

continual pretrain a new model? 



Timetable 
Time (EST) Session Speaker Duration

8:30 - 10:30 Lifecycle of Knowledge in LLMs
8:30 - 8:45 Motivation and Overview Heng, Manling 15 min

8:45 - 9:20 Knowledge Acquisition and Memorization Zoey 35 min

9:20 - 9:50 Knowledge Storage Chi 30 min

9:50 - 10:10 Knowledge Boundary Yuji 20 min

10:10 - 10:30 Knowledge Editing Yuji 20 min

10:30 - 11:00 Coffee Break 30 min

11:00 - 12:30 Future Directions
11:00 - 11:25 Knowledge Updating (Beyond Triplet Form) Zoey 25 min

11:25 - 11:50 Reasoning with Knowledge Yuji 25 min

11:50 - 12:05 Knowledge Unlearning Manling 15 min

12:05 - 12:15 Knowledge in VLMs Manling 10 min

12:15 - 12:30 Conclusion & QA - 10 min



Zoey Li

Knowledge Acquisition & Memorization
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How do language models acquire knowledge 
during training?

Factual Knowledge

- The capital of France is … Paris. 

- The sky is blue because … blue light is scattered more than 
other lights in the Earth’s atmosphere.  
                                       … of a process called Rayleigh 
scattering, which is caused by the scattering of sunlight by air 
molecules

Templated knowledge triples

Different 
expressions of 
the same 
knowledge



What happens during language model training? 

30

Understanding the atmosphere and light
To understand why the sky is blue, we need to 
understand a little about our atmosphere and light. 
…While all colors are scattered by air molecules, violet 
and blue are scattered most. The sky looks blue, not 
violet, because our eyes are more sensitive to blue light 
(and the sun also emits more energy as blue light than as 
violet). This process of scattering is known as Rayleigh 
scattering (named after Lord John Rayleigh, who first 
described it in the 1870's).

Article from https://www.weather.gov/fgz/SkyBlue 

Transformer Model

Our eyes are more sensitive 
to blue light

We optimize for word-by-word 
reproduction of the training docs.

https://www.weather.gov/fgz/SkyBlue


Language Modeling Ability is Linearly Related to Task Performance

The perplexity a model achieves on CommonCrawl is linearly related to the model’s 
performance on knowledge-intensive benchmarks such as TriviaQA and MMLU.

(After model emergence)

31



Is Memorization all we need? 

- (Under the same model architecture) the 
larger the model size, the lower the training 
loss

- The larger the model size, the more the 
model memorizes 

[1] Right figure from Kaplan et al. Scaling Laws for Neural Language Models. ArXiv 2020. 32



Hypothesis: Factual Knowledge comes from Memorization

Example from MMLU: 

The Large Magellanic Cloud is … 

(A) A dwarf galaxy orbiting the Milky Way. 
(B) The closest planetary nebula to the Earth. 
(C) A bright star cluster discovered by Magellan.
(D) The outer arm of the Milky Way named after 

Magellan.

Prefix appears 45 times in 
RedPajama pretraining dataset 

[1] Statistics obtained by Liu et al, Infini-gram: Scaling Unbounded n-gram Language Models to a Trillion Tokens. 
https://huggingface.co/spaces/liujch1998/infini-gram 33

https://huggingface.co/spaces/liujch1998/infini-gram


Entity Frequency vs Task Performance 
TriviaQA Dataset Natural Question Dataset

The more popular an 
entity is in the training 
dataset, the more likely 
the model will correctly 
answer questions about 
the entity.

Kandpal, Nikhil et al. “Large Language Models Struggle to Learn Long-Tail Knowledge.” 
International Conference on Machine Learning (2022). 34



Task n-gram frequency vs task performance

35

If the hypothesis that knowledge comes from memorization holds, then the more 
frequent the task-related knowledge appears in training, the better the task 
performance should be. 

Define task-related knowledge with task n-grams = n-gram pairs from task input and output 

The Large Magellanic Cloud is … 

(A) A dwarf galaxy orbiting the 
Milky Way. 

(large magellanic cloud, dwarf galaxy) 

Results from Wang, Xinyi, et al. "Generalization vs Memorization: Tracing Language Models' Capabilities Back to Pretraining Data." arXiv 
preprint arXiv:2407.14985 (2024).



Quantifying Memorization in Language Models 

Questions: 
- How does different models and data affect memorization? 
- How does memorization change over the course of training? 

Memorization: If the original string can be reproduced using greedy decoding and 
prompting with a k-length prefix, then the string is k-extractable. 

Benign Memorization: improves factual knowledge 

Harmful Memorization: reproduces PII or copyrighted 
information → will cover this in Knowledge Unlearning 

36



What affects Memorization (after sufficient training)? 

- The larger the model, the larger fraction of training samples memorized.
- The more the repetition of samples, the larger fraction memorized. 
- The longer the length of the given context, the larger fraction memorized. 

37
Carlini, Nicholas, et al. "Quantifying memorization across neural language models." The Eleventh International 
Conference on Learning Representations. 2022.



Training Dynamics of Model Memorization

Larger language models not only memorize more of the training data, but are also more sample efficient and 
memorize faster.

Figure from Tirumala, Kushal, et al. "Memorization without overfitting: Analyzing the training dynamics of large 
language models." Advances in Neural Information Processing Systems (2022).

is the minimal number of passes the model with size N needs to be trained 
in order to achieve memorization ratio > τ  

38



Causal LMs Memorize Faster than Masked LMs

For masked LM, the masking ratio is set to 0.15, which leads to less “training signal” compared to 
autoregressive causal LM. For both task formulations, we see that larger models memorize faster. 

Causal LM Masked LM

39



Memorization Precedes Overfitting 

Assume that overfitting happens when the validation loss increases. 

Memorization 
ratio

40



Instance-Level Memorization is NOT Predictable 

● Correlation between 
sequences memorized by small 
models and large models fall 
off quickly. 

41Figure from Biderman, Stella, et al. "Emergent and predictable memorization in large language models." Advances in Neural 
Information Processing Systems 36 (2023): 28072-28090.



Knowledge is not just Memorization

For a model to be deemed “knowledgeable” we must be able to extract the knowledge in a flexible way (not a fixed 
prompt). 

[1] Conversation with Claude Sonnet 3.5. 42



Knowledge Acquisition requires Diversification

Original Data (templated biography) : 

Anya Briar Forger was born on October 2, 1996. She spent her early years 
in Princeton, NJ. She received mentorship and guidance from faculty 
members at Massachusetts Institute of Technology. She completed her 
education with a focus on Communications. She had a professional role at 
Meta Platforms. She was employed in Menlo Park, CA.

43

We first train the model on randomly generated biographies and then perform QA instruction 
fine-tuning to let the model learn to answer questions.



Knowledge Acquisition requires Diversification

Full name data augmentation: 
Anya Briar Forger was born on October 2, 1996. Anya Briar Forger spent 
her early years in Princeton, NJ. Anya Briar Forger received mentorship 
and guidance from faculty members at Massachusetts Institute of 
Technology. Anya Briar Forger completed her education with a focus on 
Communications. Anya Briar Forger had a professional role at Meta 
Platforms. Anya Briar Forger was employed in Menlo Park, CA.

44



Knowledge Acquisition requires Diversification

Permutation data augmentation: 
Anya Briar Forger originated from Princeton, NJ. She 
dedicated her studies to Communications. She gained work 
experience in Menlo Park, CA. She developed her career at 
Meta Platforms. She came into this world on October 
2,1996. She pursued advanced coursework at 
Massachusetts Institute of Technology.

45



Knowledge Acquisition requires Diversification

Rewrite data augmentation: 
Anya Briar Forger came into this 
world on October 2, 1996. She 
originated from Princeton, NJ. 
She pursued advanced 
coursework at Massachusetts 
Institute of Technology. She 
dedicated her studies to 
Communications. She developed 
her career at Meta Platforms. 
She gained work experience in 
Menlo Park, CA.

46



Early Task Diversification is Helpful 

Introducing instruction-tuning data early in training 
improves knowledge extraction significantly.  

Pretraining 
(Next token 
prediction) 

Post-training
(QA instruction tuning) 

Conventional training pipeline 

Mixed training Pre-training + QA 
instruction tuning 

Results from Allen-Zhu, Zeyuan, and Yuanzhi Li. "Physics of language models: Part 3.1, 
knowledge storage and extraction." arXiv preprint arXiv:2309.14316 (2023). 47



Moving Instruction-Tuning Early is Beneficial 

In the continual pretraining setting, moving QA instruction tuning before pretraining on new 
data is found to be beneficial for knowledge acquisition. 

Pretraining QA instruction tuning 

Conventional training pipeline 

Mixed training Pre-training + QA 
instruction tuning 

Pre-instruction tuning
QA instruction tuning Pretraining 

Pre-instruction tuning ++ 

QA instruction tuning 
Pre-training + 
QA instruction 

tuning 

Jiang, Zhengbao, et al. "Instruction-tuned language models are better knowledge learners." ACL (2024). 48



Quantifying Knowledge in LMs

- If we define knowledge as “extractable knowledge” that can be probed with the QA 
format, how much knowledge can a LM contain? 

Measure knowledge capacity of a given LM: 

- Train over the synthetic biography dataset (with random selected templates and 
ordering to ensure knowledge extraction) 

- N is the number of people included in the dataset
- Each piece of knowledge is repeated 1000 times during training 
- Model architecture follows GPT2 with rotary embedding  

Capacity Ratio

Bit-complexity 
lower bound

Loss on name Loss over attribute and 
first token of value

Loss over remaining 
tokens of value

49



Knowledge Capacity Scaling Laws 

When we vary the model size 
and the dataset size (by N the 
number of people in the dataset), 
under the best setting, we can 
see that the capacity ratio is 
close to 2 bits /param

Capacity Ratio

Bit-complexity lower 
bound, simplified by 
removing the 
diversity term

50



Knowledge Capacity Scaling for Transformer-variants with Sufficient Training 

The 2bit/param capacity ratio is a relatively universal law among Transformer-based 
decoder-only language model architectures.

GPT-2 architecture, with 
rotary embeddings

LLama architecture Mistral architecture

51



Knowledge Capacity Scaling for Transformer-variants with Insufficient Training 

If we change the number of exposures of each fact from 1000 → 100 to simulate an 
insufficient training setting, model architecture choices make a difference.

GPT-2 architecture, with 
rotary embeddings

LLama architecture Mistral architecture

Knowledge/ param falls under 
2 bits / param 

Both Llama and Mistral used gated MLP 
layers for improved training stability.

52



Knowledge Capacity Scaling with Data Mixing 

If we mix in other data sources, the knowledge capacity of the model will be severely affected when the 
model is insufficiently trained. 

- “Junk data” is from CommonCrawl web pages

53



What we’ve learned so far…

● LMs’ proficiency in factual knowledge is strongly correlated to memorization 

○ Larger models & higher knowledge frequency → higher memorization rate & lower 
LM loss → better performance on knowledge-intensive benchmarks  

● When training a LM, knowledge not only needs to be repeated but also diversified 

○ Diversify the expression of knowledge through data augmentation

○ Teach the model to extract knowledge by early instruction tuning 

○ Knowledge augmentation does not need to be applied to all facts → the ability to 
extract knowledge is transferable across facts   

Does this apply to large-scale LM pretraining? 

54



Connections to Modern LLM Data Preparation

- How can we get more performance with the same amount of compute? 
- All modern LLMs are trained with CommonCrawl data (the junk data that we just 

mentioned!)
- The data is extensively filtered and cleaned, only 1-2% of the original data is kept 

for training 
- Web data is mixed with other high quality sources such as Wikipedia, Books, 

ArXiv, code dumps 

A typical pre-training data processing 
pipeline from DCLM

55



How can we improve LM knowledge acquisition? 

Data Deduplication Quality Filtering

Synthetic Data Rewriting
Multi-stage Pretraining 

(Early Instruction Tuning) 

Improve knowledge density

Improve knowledge diversity

56



The Curious Case of Data Deduplication

- If knowledge memorization improves with duplicate data, why should I deduplicate my data?
- Most of the exact duplicates in web data is actually computed generated boilerplate 

content  
- Another source of exact duplicates contain PII and unique ids are easily memorized 
- Doing too much deduplication, particularly at a fine-grained level, might be hurtful  

[1] Lee et al. Deduplicating Training Data Makes Language Models Better. 
ACL 2022
[2] Figure from Penedo et al. FineWeb: decanting the web for the finest text 
data at scale. 
https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1  57

https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1


Selecting High Quality Data for Training 

Data selection models need to be very scalable to operate over trillions of tokens. QuRating proposes to 
use a LLM to obtain quality ratings and then distill them into a small LM.

Wettig, Alexander, et al. "Qurating: Selecting high-quality data for training language models." arXiv preprint arXiv:2402.09739 (2024).
58



Synthetic Data Rewriting 

2 main goals for rewriting: 
- Improve the quality of noisy data 
- Create diverse variants of high quality data 

59



Multi-Stage Pretraining (Mid-Training)  

Mid-training data typically includes:
- Upsampling high quality data sources 
- Adding domain specific data for tasks such as math and 

coding 
- Adding instruction tuning data 

60



Chi Han

Knowledge Storage
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Where is Knowledge Stored in LLMs?

Which parameters (or neurons) store certain knowledge?
How do they store and output the stored information?
How is this storage organized?

62
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Where Is Knowledge In Human Brains?

Explicit memory are store at:

• Hippocampus: episodic memory

• Anterolateral temporal lobe: semantic 

memory

• Amygdala: emotional implications

Credit to: https://qbi.uq.edu.au/memory/where-are-memories-stored

https://qbi.uq.edu.au/memory/where-are-memories-stored
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How Did We Investigate on Human Brains

By comparing between people with and 
without a certain brain region.

• A patient who had their hippocampus 
surgically removed lost long-term episodic 
memories (events).[1]

• Atrophy of the anterolateral temporal lobe 
might affect knowledge and the association 
of concrete concepts.[2]

• Damage to the amygdala in Urbach-Wiethe 
disease might affect emotional memory, 
particularly those associated with fear.[3]

[1] https://www.brainfacts.org/in-the-lab/tools-and-techniques/2018/the-curious-case-of-patient-hm-082818
[2] Westerlund, Masha, and Liina Pylkkänen. "The role of the left anterior temporal lobe in semantic composition vs. semantic memory." Neuropsychologia 57 (2014): 59-70.
[3] Pause BM, Zlomuzica A, Kinugawa K, Mariani J, Pietrowsky R, Dere E. Perspectives on episodic-like and episodic memory. Front Behav Neurosci. 2013 Apr 18;7:33. 
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Parameters in LLMs ≈ Neurons in Human Brains ?

Credit to: https://qbi.uq.edu.au/memory/where-are-memories-stored

Brain:Transformer-based LLM

Subject to subtle variances in different architectures

N layers

…

Causal 
Attention

+

+
Linear

Linear

Past 
tokens

Feed-Forward 
Network

https://qbi.uq.edu.au/memory/where-are-memories-stored
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Modularity: A Difference Between LMs and Brains

LLMs parameters are more entangled

• Modifications to LLM parameter (group)s 
might affect the general intelligence of 
the models

https://www.brainfacts.org/in-the-lab/tools-and-techniques/2018/the-curious-case-of-p
atient-hm-082818

Human brain functions “modularly”
● Issues on a brain region often cause 

certain functional problems

Gupta, Akshat, Anurag Rao, and Gopala Anumanchipalli. "Model editing at scale leads to gradual and 
catastrophic forgetting." arXiv preprint arXiv:2401.07453 (2024).
Gu, Jia-Chen, et al. "Model editing can hurt general abilities of large language models." arXiv preprint 
arXiv:2401.04700 (2024).

N layers

…

Attn
+

+

FFN

lower 
quality!

https://www.brainfacts.org/in-the-lab/tools-and-techniques/2018/the-curious-case-of-patient-hm-082818
https://www.brainfacts.org/in-the-lab/tools-and-techniques/2018/the-curious-case-of-patient-hm-082818


General Idea:

Looking for “responsive associations” between inputs, neurons, and outputs.:

● Input → Neuron:
Do certain neurons respond to specific knowledge inputs?

● Neuron → Output: 
Do neuronal activities control the predicted knowledge?

67

How To Identify Knowledge Neurons in LMs?
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Hypothesis 1: Feed-Forward Networks (FFN)

[1] Geva, Mor, et al. "Transformer Feed-Forward Layers Are Key-Value Memories." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.
[2] Meng, Kevin, et al. "Locating and editing factual associations in GPT." Advances in Neural Information Processing Systems 35 (2022): 17359-17372.
[3] Meng, Kevin, et al. "Mass-Editing Memory in a Transformer." The Eleventh International Conference on Learning Representations.
[4] Dai, Damai, et al. "Knowledge Neurons in Pretrained Transformers." Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 2022.

FFN ≈ knowledge lookup dict?

input feature hin

output feature hout

activation

projection weight vec ≈ lookup key?

intermediate feature element  ≈ 
knowledge neuron?

output weight vec ≈ knowledge vec?

hmiddl

e … …

Linear 
projection 

Linear 
projection 

… …
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high activation

Neurons triggered by knowledge input[1]

Hypothesis 1: Feed-Forward Networks (FFN)

How to locate knowledge neurons?
Neurons causing knowledge outputs[2]

[1] Geva, Mor, et al. "Transformer Feed-Forward Layers Are Key-Value Memories." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.
[2] Dai, Damai, et al. "Knowledge Neurons in Pretrained Transformers." Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 2022.

Most tornadoes occur in the late afternoon …

an intermediate 
feature

LLM  
✓

Identified neurons about knowledge types:
● time ranges
● “part of” relations
● mentioning TV shows

Dublin is the capital and largest city of

LLM  
✓

answer: England → Ireland

as value increases:

Identified <”A” is the “R” of “B”> triplet facts:

● Dublin is the capital of Ireland
● Kuwait is a country in Asia
● XXX is born in Shanghai

an intermediate 
feature
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neurons that restore/contrast pairs of knowledge input-outputs[1]

Hypothesis 1: Feed-Forward Networks (FFN)

How to locate knowledge neurons?

Input 1: Space Needle is in downtown …

[1] Meng, Kevin, et al. "Locating and editing factual associations in GPT." Advances in Neural Information Processing Systems 35 (2022): 17359-17372.

feature 1

LLM

Answer 1: Seattle

Input 2: Space* Needle* is in downtown …

LLM

Answer 2: Paris      → Seattle

A random noise added to (*) 
words’ input word embeddings

feature 2

restore certain clean features

Clean Run Corrupted Run (then try to restore correct answer)
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Hypothesis 2: Attention + Feed Forward Networks

Dublin is the capital and largest city of

LLM

answer to insert: Ireland

Attention + FFN  ≈  contextually-informed knowledge lookup dict?[1]

An FFN

[1] Li, Xiaopeng, et al. "Pmet: Precise model editing in a transformer." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 2024.

causal 
attention

optimizing attention + FFN 
together

Finding: contextually-informed 
features has a higher impact to 
LLM knowledge update
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Rooms for Future Exploration

● Low specificity in found neurons

○ For each knowledge, “neurons” can be found in multiple layers[1]

● Located neurons might not inform knowledge editing

○ Found neurons ≠ best neuron to edit[2]

● Are the neurons more about “knowledge” or just “expression”? [3, 4]

● Are research efforts biased towards easily “verifiable” hypotheses?

○ It is easier to propose intuitive hypothesis on FFNs

[1] Meng, Kevin, et al. "Locating and editing factual associations in GPT." Advances in Neural Information Processing Systems 35 (2022): 17359-17372.
[2] Hase, Peter, et al. "Does localization inform editing? surprising differences in causality-based localization vs. knowledge editing in language models." Advances in Neural Information Processing Systems 36 (2024).
[3] Niu, Jingcheng, et al. "What does the Knowledge Neuron Thesis Have to do with Knowledge?." The Twelfth International Conference on Learning Representations.
[4] Geva, Mor, et al. "Transformer Feed-Forward Layers Are Key-Value Memories." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.
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Knowledge Is Stored Messily in LLMs

One might expect that knowledge should be stored according to semantic / 

logical relations, (i.e., related facts should be associated with similar parameters)

x1 = “[Person] grows up in the USA”
x2 = “[Person]’s native language is English”

LLM parameters
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Knowledge Is Stored Messily in LLMs

Qin, Jiaxin, et al. "Why Does New Knowledge Create Messy Ripple Effects in LLMs?." Proceedings of the 2024 Conference on Empirical Methods in 
Natural Language Processing. 2024.

x1 = “[Person] grows up in the USA”

One indicator of knowledge parameter overlap: gradient similarity

x2 = “[Person]’s native language is English”

LLM parameters1. gradient: g(x1 ) = ∇𝛩 PLLM( x1 ) 
Each parameter’s contributions to the 
probability

2. gradient similarity : cos(g(x1 ), g(x2 )) 
Overlap between parameters of x1  and x2



● not affected

75

It explains failed ripple effect.
i.e. the failure in updating related knowledge after inserting new ones

Are LLM Parameters Stored In An Organized Way?

Cohen, Roi, et al. "Evaluating the Ripple Effects of Knowledge Editing in Language Models." Transactions of the Association for Computational 
Linguistics 11 (2024): 283-298.

new knowledge:
[Person] grows up in the USA

related knowledge:
[Person]’s mother language is English

LLM parameters

Inserting:
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Knowledge Is Stored Messily in LLMs

Qin, Jiaxin, et al. "Why Does New Knowledge Create Messy Ripple Effects in LLMs?." Proceedings of the 2024 Conference on Empirical Methods in 
Natural Language Processing. 2024.

Negation Curse Over-Ripple 

Cross-Lingual Barrier Logical Distance Barrier 

Leonardo is from USA

Leonardo is not from USA

high parameter 
overlap

Leonardo is from USA

Leonardo speaks USA

high parameter 
overlap

Leonardo is from USA

莱昂纳多来自美国

low parameter overlap Leonardo is from USA

The highest building in the capital of Leonardo’s 
homeland is Washington Monument

logically more distant
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Localization Redundancy

Multiple (layers of) neurons can be 
associated with one knowledge fact

Knowledge Is Stored Messily in LLMs

Reversal Curse

succeed on “A is [?]” but fail on “[?] is B”

Q: Who is Tom Cruise’s mother?

Berglund, Lukas, et al. "The Reversal Curse: LLMs trained on “A is B” fail to learn “B is A”." The Twelfth International Conference on Learning Representations.
Allen-Zhu, Zeyuan, and Yuanzhi Li. "Physics of Language Models: Part 3.2, Knowledge Manipulation." In The Thirteenth International Conference on Learning Representations.
Meng, Kevin, et al. "Locating and editing factual associations in GPT." Advances in Neural Information Processing Systems 35 (2022): 17359-17372.

Q: Who is Mary Lee Pfeiffer’s son?
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Utilize Knowledge Boundary as the Indicator for Model Output

● What is knowledge boundary for LLMs?

● How knowledge boundary indicates model performance?

● Can model honestly deliver knowledge following its knowledge boundary?

● How to calibrate model expression to align with knowledge boundary?

● How introducing new knowledge impacts original knowledge boundary?

79



LLMs Inherently Have Knowledge Boundary
● Inside knowledge boundary: LLMs have highly familiar knowledge
● Outside knowledge boundary: LLMs have unfamiliar and longtail knowledge

80

Familiar knowledge:
Olympics; World War II; The 

Great Depression….

Unfamiliar knowledge:
Mayor’s spouse; Ancient 

book conversation…

Inside boundary:
Higher accuracy; easy recall and output…
Outside boundary:
Increased uncertainty; hallucinations…



Knowledge Boundary Exists from Pre-training Stage
● Knowledge boundary is non-binary given the probabilistic nature of LLMs
● LLMs could perform differently inside and outside knowledge boundary

81

x1 = “Who is Mamie Gummer’s mother?” y1 = “Meryl Streep”✅

x2 = “Who is David Jordan’s wife?” y2 = “Mary Jordan”❌

Known knowledge

boundary? boundary?❓

Unknown
Known
or 
unknown 
knowledge?

How boundary is shaped?

(1) LLMs can't memorize all factual knowledge from 
pre-training, especially long-tail knowledge.

(2) Pre-training data is inherently limited, for example, the 
rapidly evolving knowledge is not included.

Huang, Lei, et al. "A survey on hallucination in large language models: Principles, taxonomy, challenges, and open questions." ACM Transactions on Information 
Systems 43.2 (2025): 1-55.



Knowledge Boundary Exists from Pre-training Stage
● LLMs struggle on longtail knowledge, which is inherently outside the knowledge 

boundary from the pretraining stage

82Kandpal, Nikhil, et al. "Large language models struggle to learn long-tail knowledge." International Conference on Machine Learning. PMLR, 2023.



Probing Internal Features to Reveal Knowledge Boundary

● Utilizing internal states as the indicator for knowledge boundary directly

Known knowledge

boundary? boundary?❓

Unknown
Known
or 
unknown 
knowledge?

Layer 1 2 3 … n

x1 = “Who is the winner in the book 
Game of thrones?” 
y1 = “I don’t know”✅Internal

representation

83



Probing Internal Features to Obey Knowledge Boundary

● Utilizing attention features as the indicator for knowledge boundary directly

❏ How does verbal expression represent the boundaries of knowledge?
❏ Does verbal expression performs consistently with model’s internal representations?

84

Li, Kenneth, et al. "Inference-time intervention: Eliciting truthful answers from a language model." Advances in Neural Information Processing Systems 36 (2023): 41451-41530.



Models Cannot Precisely Express Their Knowledge Boundary

● LLMs can deliver unfamiliar knowledge with a confident tone (x1,  y1), 
while wrongly answering their familiar knowledge (x2,  y2)

x1 = “Who is the winner in the book Game of thrones?” 
y1 = “Joffrey Baratheon”❌

Known knowledge

boundary? boundary?❓

Unknown
Known
or 
unknown 
knowledge?

x2 = “Which city is statue of liberty located in?” 
y2 = “I don’t know” ❌

❏ Although LLMs’ internal representations indicate 
knowledge boundary, their verbal expressions 
may deviate from the true boundary

❏ It is essential to align a model's internal 
representations with its verbal expressions to 
ensure accurate delivery of knowledge

85



Confidence Calibration Following LLMs Knowledge Boundary

● Fine-tuning LLMs to say “I don’t know” if they are unconfident

Known knowledge

boundary

Uncertain knowledge

Zhang, Hanning, et al. "R-Tuning: Instructing Large Language Models to Say ‘I Don’t Know’." Proceedings of the 2024 Conference of the North American Chapter of the Association for 
Computational Linguistics: Human Language Technologies (Volume 1: Long Papers). 2024.
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Confidence Calibration Following LLMs Knowledge Boundary

● Fine-tuning-based verbal calibration performs well both in ID and OOD distributions

Known knowledge

boundary

Uncertain knowledge

Zhang, Hanning, et al. "R-Tuning: Instructing Large Language Models to Say ‘I Don’t Know’." Proceedings of the 2024 Conference of the North American Chapter of the Association for 
Computational Linguistics: Human Language Technologies (Volume 1: Long Papers). 2024.
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Confidence Calibration Following LLMs Knowledge Boundary

● Verbally expresses knowledge boundary
○ Verbalized expression; answer logit; indirect logit

Tian, Katherine, et al. "Just ask for calibration: Strategies for eliciting calibrated confidence scores from language models fine-tuned with human feedback." arXiv preprint arXiv:2305.14975 (2023).
88



Knowledge Boundary Can be Blurred in Fine-tuning Stage

● Fine-tuning on unfamiliar knowledge introduces more uncertainty

89

Known knowledge

boundary

Uncertain knowledge Known knowledge

boundary

Uncertain knowledge
New knowledge

x1 = “Where is the Java Island?” y1 = “In the Integrated Development Environment”❌

➔ We objective is to train model on unfamiliar knowledge to decrease the knowledge gap, while 
fine-tuning further blurs the boundary by increasing more uncertainty
◆ The introduction of related new knowledge brings uncertainty to previously established knowledge
◆ The increase in unfamiliar and long-tail knowledge amplifies uncertainty, leading to an expansion of the 

uncertain boundary



Fine-tuning on New Knowledge Can Be Harmful For LLMs
● At the beginning, fitting known and 

unknown knowledge together 
improves the overall performance

● With the model progressively fitting to 
new knowledge, its performance on 
previously seen test distributions 
drops considerably

90

Gekhman, Zorik, et al. "Does Fine-Tuning LLMs on New Knowledge Encourage Hallucinations?." arXiv preprint arXiv:2405.05904 (2024).



Fine-tuning on New Knowledge Can Be Harmful For LLMs

● From a more fine-grained perspective, how does unknown knowledge impact 
model performance and knowledge boundary?

91



Fine-tuning on New Knowledge Can Be Harmful For LLMs

● LLMs exhibit varying performance levels across knowledge of different familiarity

92

➔ The more unfamiliar the knowledge, the worse the performance 
of fine-tuned LLMs
◆ A higher level of unknowns introduces more uncertainty



Yuji Zhang

Knowledge Editing & Challenges

93

AAAI 2025 Tutorial TH17
Time: 2025-02-26 8:30 am-12:30 pm EST

Location: room 116 | Philadelphia Convention Center



LLMs Need to be Edited to Fix Incorrect or Outdated Knowledge

● Current paradigms

○ Locate-and-edit methods

○ Fine-tuning-based updating

○ In-context editing

94



Locate-and-Edit Methods

● Locating corresponding model parameters for knowledge, then editing the knowledge

○ Triplet-based form: subject, relation, object

95
Wang, Song, et al. "Knowledge editing for large language models: A survey." ACM Computing Surveys 57.3 (2024): 1-37.
Meng, Kevin, et al. "Locating and editing factual associations in gpt." Advances in neural information processing systems 35 (2022): 17359-17372.



Locate-and-Edit Methods: Drawback

● Editing knowledge in parameter space could harm LLMs intelligence, which could partially 
be attributed to the messy LLM storage

● Similar neurons could be responsible for multiple tasks and knowledge

96

Gu, Jia-Chen, et al. "Model editing harms general abilities of large language models: Regularization to the rescue." arXiv preprint arXiv:2401.04700 (2024).



Locate-and-Edit Methods

● Accumulated edits cause accumulated general model performance degradation

97

Gu, Jia-Chen, et al. "Model editing harms general abilities of large language models: Regularization to the rescue." arXiv preprint arXiv:2401.04700 (2024).



Fine-Tuning-Based Knowledge Updating

● Fine-tuning models on free-form new knowledge

● Seesaw effect exists between new and old knowledge during fine-tuning

98

J.K. Rowling Who is the author of the 
book “Harry Potter”

Sorry, I don’t 
know…

Who is the author of the 
book “Harry Potter”

Sorry, I don’t 
know…

Who directed the film 
“Toy Story”?

John 
Lasseter

Who directed the film 
“Toy Story”?

Forget old knowledge

Finetune on new knowledge



Fine-Tuning-Based Knowledge Updating

● Fine-tuning on unknown knowledge can be harmful for LLMs.

● LLMs tend to fabricate details after being fine-tuned on unknown knowledge with details

99
Kang, Katie, et al. "Unfamiliar finetuning examples control how language models hallucinate." arXiv preprint arXiv:2403.05612 (2024).



In-Context Editing (ICL) 

● Advantages of ICL:

○ Free-form editing

○ Computational efficient

○ High editing success rate

● Limitations of ICL: 

○ Can not generalize to model’s 
parametric knowledge

100
Zheng, Ce, et al. "Can we edit factual knowledge by in-context learning?." arXiv preprint arXiv:2305.12740 (2023).



Evaluation of Knowledge Editing

● Locality: LLM should preserve the pretrained knowledge unrelated to the edited knowledge

● Generality: LLM should generalize the edited knowledge to all of its related knowledge

101
Wang, Song, et al. "Knowledge editing for large language models: A survey." ACM Computing Surveys 57.3 (2024): 1-37.

Zhang, Ningyu, et al. "A comprehensive study of knowledge editing for large language models." arXiv preprint arXiv:2401.01286 (2024).

Li, Zhoubo, et al. "Unveiling the pitfalls of knowledge editing for large language models." arXiv preprint arXiv:2310.02129 (2023).

Related knowledge
Unrelated knowledge

Edited knowledge

1. Pre-define editing scope?
2. Automatic generalization?



Can We Pre-Define the Editing Scope for Better Locality and Generality?

● A classifier distinguishes between related 
and unrelated knowledge to the edited 
knowledge, forming the editing scope

● Can the scope classifier accurately 
distinguish between related and unrelated 
knowledge?

● Can language models automatically 
generalize knowledge chain?

102
Mitchell, Eric, et al. "Memory-based model editing at scale." International Conference on Machine Learning. PMLR, 2022.



Non-Atomic Knowledge Representation Hinders Locality

● LLM knowledge representations are naturally distributed in massive parameters

● Knowledge representations are not modular neurons, overlapping with each other

● Editing knowledge A can influence unrelated knowledge B since they share overlapped storage

103

LLM neuron:

Knowledge A: 

Knowledge B: 

kA = David’s favorite instrument is piano.

kB = Lily decided to pursue her career on literature.



Inaccurate Knowledge Representation Affects Generalization Origins

● Expressions of knowledge can be diverse and stored in varying parameter space

● Starting point of edited knowledge’s ripple chain can be inaccurate

● Editing inaccurate or incomplete representation of knowledge will affect following ripple effect

104

LLM neuron:

Expression A: 

Expression B: 

eA = The governor of Tokyo changed to Yuriko Koike in 2016

eB = Yuriko Koike has served as the Governor of Tokyo since 2016



Ambiguous Contexts Obscure the Endpoints of Knowledge Chains 

● When to stop the ripple chain is hard to decide given the incomplete contexts

● Henceforth, it is challenging to define an ideal knowledge generalization chain and its terminal

105Hase, Peter, et al. "Fundamental Problems With Model Editing: How Should Rational Belief Revision Work in LLMs?." arXiv preprint arXiv:2406.19354 (2024).



LLM’s Inherent Broken Knowledge Chain Hinders Generality

● Even without editing, some related knowledge in LLMs are inherently disconnected, which leads to 
broken ripple chain after editing

● The broken knowledge chain can be caused by both generalization failure or missing knowledge

106

Eric L. Adams became the 
mayor of New York City

The spouse of mayor of New 
York City is Tracey Collins

Tracey Collins retired
Tracey Collins’s previous 

working space has been … ❓

Adams took what was seen 
as a tough-on-crime 

approach

The consequence of the 
approach was …

❓



Broken Knowledge Chain Increases Uncertainty

● When there exists knowledge gap between edited knowledge and related pretrained 
knowledge, model uncertainty will increase

● There could be massive possible reasoning chains in the broken ripple chain

107

Eric L. Adams became the 
mayor of New York City

Mayor’s spouse retired
Tracey Collins’s previous 

working space has been …

The consequence of the 
approach was …  Adams 

was supported by citizens…
❓

❓

A     B     C with a 
missing B?

In my knowledge 
store, there are many 
possible B…



Broken Knowledge Chain Increases Uncertainty

● Hallucinations can occur when model tries to mitigate the knowledge gap without concrete chains

● Utilizing real-world events with complete reasoning chains

108
Liu, Jiateng, et al. "EVEDIT: Event-based Knowledge Editing for Deterministic Knowledge Propagation." Proceedings of the 2024 Conference on Empirical Methods in Natural 
Language Processing. 2024.



Inaccurate Ripple Effects Can Snowball

● From the semantic perspective, inaccurate knowledge generalization can accumulate in a long ripple 
chain, resulting in knowledge conflicts ultimately

109Li, Zhoubo, et al. "Unveiling the pitfalls of knowledge editing for large language models." arXiv preprint arXiv:2310.02129 (2023).



Inaccurate Ripple Effects Can Snowball

● From the semantic perspective, inaccurate knowledge generalization can accumulate in a long ripple 
chain, resulting in knowledge conflicts ultimately

● From the parameter space perspective, inadequate parameter editing can lead to collapsed model 
parameter space even after single edit

110Li, Zhoubo, et al. "Unveiling the pitfalls of knowledge editing for large language models." arXiv preprint arXiv:2310.02129 (2023).
Yang, Wanli, et al. "The butterfly effect of model editing: Few edits can trigger large language models collapse." arXiv preprint arXiv:2402.09656 (2024).



Inaccurate Ripple Effects Can Snowball

● From the semantic perspective, inaccurate knowledge generalization can accumulate in a long ripple 
chain, resulting in knowledge conflicts ultimately

● From the parameter space perspective, inadequate parameter editing can lead to collapsed model 
parameter space even after single edit

111Li, Zhoubo, et al. "Unveiling the pitfalls of knowledge editing for large language models." arXiv preprint arXiv:2310.02129 (2023).
Yang, Wanli, et al. "The butterfly effect of model editing: Few edits can trigger large language models collapse." arXiv preprint arXiv:2402.09656 (2024).
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The Granularity of Knowledge 

113

Paris is the capital of France. Single Fact 

Interconnected Facts 
Paris is the capital of France. The Eiffel Tower is located in 
Paris. The Eiffel Tower was completed in 1889. 

Document 

Corpus 

Current scope of knowledge 
editing methods

Web snapshot for Jan 2025



Evaluating Knowledge Editing in Realistic Scenarios 

Current knowledge editing benchmarks assume that 
knowledge is provided in the form of triples. 

Existing knowledge editing methods are not robust to 
the change of knowledge format. 

114

Results on GPT2-XL

Wu, Xiaobao, et al. "AKEW: Assessing knowledge editing in the wild." 
EMNLP (2024).



How Applicable are Knowledge Editing Methods? 

Mid-scale data which is approximately the size of a personal knowledge base or 
domain knowledge base is still a challenge for existing methods. 

115

Data to Update Context Length Locate-then-Edit Fine-tuning ICL 

100 Facts 1K=10K tokens ✔ ✗, easily 
overfit 

✔

10k Facts ~ 100 
documents 

100K -1M 
tokens 

✗, not scalable ❓ ✔

10K documents 10M -100M 
tokens 

✗ ❓ ✗, needs 
retrieval 
augmentation

1M documents 1B tokens ✗ ✔,  continual 
pretraining 

✗

Personal 
knowledge base

Domain 
database



Long Context LLMs 

116

More models are joining the 1M context length 
club: Qwen 2.5 Max 1M, Minimax-01…

If LM context length keeps growing, let’s just 
throw our docs in and do in-context updates

Figure from Yennie Jun, "Evaluating long context large language models", Art Fish Intelligence, 2024.



Effective Context Length

Models that support long context still see performance degrade over context length. Notably, the degrade category 
is model-dependent. 

117
Results from Yen, Howard, et al. "Helmet: How to evaluate long-context language models effectively and thoroughly." arXiv preprint 
arXiv:2410.02694 (2024).

Needle-in-the-haystack 
tasks are nearly 
saturated for frontier 
models



Beyond 100k context: Fine-tuning or RAG? 

118

Fine-tuning with 
GPT-4 generated 
paraphrases 

Left: Mecklenburg, Nick, et al. "Injecting new knowledge into large language models via supervised fine-tuning." 
arXiv preprint arXiv:2404.00213 (2024).
Right: Ovadia, Oded, et al. "Fine-tuning or retrieval? comparing knowledge injection in llms." EMNLP 2024.

Under the naive setting, RAG easily overperforms fine-tuning, even with 10 times rewrites. 



The Problem of RAG: Retrieval isn’t Perfect 

Retrieved documents aren’t 100% reliable, sometimes the document isn’t relevant or 
provides misleading information. 

119



Iterative Knowledge Consolidation 

Wang, Fei, et al. "Astute rag: Overcoming imperfect retrieval augmentation and knowledge conflicts for large language models." arXiv 
preprint arXiv:2410.07176 (2024). 120



Naively Fine-tuning LMs on New Knowledge doesn’t Work 

Difficulties: 

- Training with a single form of data cannot support flexible knowledge 
extraction. → Low task accuracy 

- New knowledge might introduce large distribution shift → Increased 
forgetting 

Unintended side-effects: 

- Bad for model calibration as it encourages models to produce “unknown” 
output. → Increased hallucination

121



Synthetic Continual Pretraining 

To make fine-tuning work, we need to obtain a 100x larger corpus that has sufficient diversity to enable 
knowledge extraction.

122

Target Corpus 
(~1M tokens) 

Diversified 
Synthetic Corpus 
(~100M tokens) 

🧊LM 
model

Base LM 
model

Fine-tuned 
LM model



Synthetic Continual Pretraining 

For a text corpus of books, EntiGraph forms a knowledge graph over entities extracted from documents, 
and then prompts an LM to synthesize a text-based representation of the graph.

123Yang, Zitong, et al. "Synthetic continued pretraining." arXiv preprint arXiv:2409.07431 (2024).



Synthetic Continual Pretraining 

- The accuracy of synthetic continued pretraining using the EntiGraph data augmentation (EntiGraph CPT) 
scales log-linearly up to 455M tokens, faster than directly rephrasing the data (Rephrase CPT).

- EntiGraph can provide further improvements on top of RAG. 
124

Does the EntiGraph 
algorithm apply to other 

types of corpora? 



Mitigating Forgetting by Mixing Generic Data

REMIX mixes either random word sequences or pretraining data into training during stages 
1 and 2 to prevent forgetting knowledge that was introduced in earlier stages. 

125



Mitigating Forgetting by Mixing Generic Data

REMIX results with Llama 3 8B. 

126

Mixing is needed for both stages; the choice of 
the mixing data (Knowledge Pile, ArXiv Pile, 
FineWeb) is of lesser importance. 

Chen, Howard, et al. "Continual Memorization of Factoids in Large 
Language Models." arXiv preprint arXiv:2411.07175 (2024).
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Can LLMs reason with what they know? 
● If the LM knows a fact, can the LM naturally reason with the fact? 
● For reverse relations, the answer is no. 
● Solution: reverse training to enrich expression of knowledge

128
Berglund, Lukas, et al. "The Reversal Curse: LLMs trained on" A is B" fail to learn" B is A"." arXiv preprint arXiv:2309.12288 (2023).



Can LLMs reason with what they know? 
● If the LM knows a fact, can the LM naturally reason with the fact? 
● For reverse relations, the answer is no. 
● Solution: reverse training to enrich expression of knowledge

129
Golovneva, Olga, et al. "Reverse training to nurse the reversal curse." arXiv preprint arXiv:2403.13799 (2024).



Are LLM Reasoning Ability Born with Learnt Knowledge?
● A gap exists between mastering knowledge and reasoning over it
● LLMs' reasoning ability is influenced by how knowledge is presented

○ Despite all required sub-knowledge, LLMs can not answer the question of composed 
facts based on all sub-knowledge

○ Scaling up model sizes can not solve the compositional gap

130
Press, Ofir, et al. "Measuring and narrowing the compositionality gap in language models." arXiv preprint arXiv:2210.03350 (2022).

Sub-knowledge 1:
“When was Justin Bieber born?” (1994)

Sub-knowledge 2:
 “Who was the champion of the Master’s 
tournament in 1994?”

Composition:
“Who was the champion of the Master’s 

            Tournament in the year that Justin Bieber was born?”



Are LLM Reasoning Ability Born with Learnt Knowledge?

● LLMs latently recall intermediate knowledge when reasoning on multi-hop chains

131
Yang, Sohee, et al. "Do large language models latently perform multi-hop reasoning?." arXiv preprint arXiv:2402.16837 (2024).



Are LLM Reasoning Ability Born with Learnt Knowledge?

● LLMs frequently conduct first-hop reasoning of recalling intermediate knowledge
● The first-hop reasoning increases with scaling model sizes

132
Yang, Sohee, et al. "Do large language models latently perform multi-hop reasoning?." arXiv preprint arXiv:2402.16837 (2024).



Are LLM Reasoning Ability Born with Learnt Knowledge?

● First-hop reasoning of recalling intermediate knowledge helps reach the 
second-hop knowledge

133
Yang, Sohee, et al. "Do large language models latently perform multi-hop reasoning?." arXiv preprint arXiv:2402.16837 (2024).



How LLMs internalize knowledge will impact Reasoning

● Define the distributional memorization by the Spearman correlation ρ between the task-gram 
language model probabilities and the LLM predicted probabilities of the testing data

● Define the distributional generalization by the opposite of distributional memorization

134
DATA, TO PRETRAINING. "GENERALIZATION VS MEMORIZATION: TRACING LANGUAGE MODELS’CAPABILITIES BACK TO PRETRAINING DATA."



How LLMs internalize knowledge will impact Reasoning
● Increasing distributional memorization improves model performance on tasks requiring 

shallow reasoning and intensive knowledge recall
● Memorization further boosts model performance on knowledge-intensive tasks with increasing 

model sizes

135
DATA, TO PRETRAINING. "GENERALIZATION VS MEMORIZATION: TRACING LANGUAGE MODELS’CAPABILITIES BACK TO PRETRAINING DATA."



How LLMs internalize knowledge will impact Reasoning

● Memorization facilitates knowledge retrieval, while generalization of knowledge 
enhances the model's ability to tackle complex reasoning tasks

136
DATA, TO PRETRAINING. "GENERALIZATION VS MEMORIZATION: TRACING LANGUAGE MODELS’CAPABILITIES BACK TO PRETRAINING DATA."



How Knowledge Interaction in LLMs Impact Reasoning?
● Model’s dominant knowledge can obscure less prominent knowledge during generation, 

distorting the reasoning process and causing the model to misassemble facts

137
Zhang, Yuji, et al. "Knowledge overshadowing causes amalgamated hallucination in large language models." arXiv preprint arXiv:2407.08039 (2024).

➔ They are often related to dynamic events

◆ Time-event relation: When did this event 

happen?

◆ Location-event relation: Where did this event 

happened? 

◆ Gender bias: What’s the gender of character? 

◆ Negation curse: Who was not known for 

relative theory?



How Knowledge Interaction in LLMs Impact Reasoning?
● Representations of knowledge impacts how they interact with each other, thus 

exacerbating hallucinations

138
Zhang, Yuji, et al. "The Law of Knowledge Overshadowing: Towards Understanding, Predicting, and Preventing LLM Hallucination." arXiv preprint arXiv:2502.16143 (2025).

➔ Global perspective:  
◆ Relative knowledge popularity  P

➔ Local perspective:  
◆ Relative knowledge length L

➔ Model sizes: S



LLMs are Biased (by Nature)

● LLM hallucinations 
grow predictably with 
relative knowledge 
popularity P, relative 
knowledge length L, 
and model size S

● The scaling effects 
obey log-linear 
relationship

● Knowledge 
overshadowing 
manifests in diverse 
natural language 
tasks

139
Zhang, Yuji, et al. "The Law of Knowledge Overshadowing: Towards Understanding, Predicting, and Preventing LLM Hallucination." arXiv preprint arXiv:2502.16143 (2025).



LLMs are Biased (by Nature)

● How to expect various reasoning output given the log-linear relationship

140
Zhang, Yuji, et al. "The Law of Knowledge Overshadowing: Towards Understanding, Predicting, and Preventing LLM Hallucination." arXiv preprint arXiv:2502.16143 (2025).



How to Learn to Reason Efficiently?

● Quality matters more than quantity when it comes to reasoning data: including high 
quality, detailed CoT traces helps boost the LMs reasoning ability. 

141
Ye, Yixin, et al. "LIMO: Less is More for Reasoning." arXiv preprint arXiv:2502.03387 (2025).

Muennighoff, Niklas, et al. "s1: Simple test-time scaling." arXiv preprint arXiv:2501.19393 (2025).



How to Learn to Reason Efficiently?

● Scaling computation over tokens in inference stage boosts model performance
● Scaling contextual knowledge volume and computation over knowledge boosts model 

performance

142
Ye, Yixin, et al. "LIMO: Less is More for Reasoning." arXiv preprint arXiv:2502.03387 (2025).

Muennighoff, Niklas, et al. "s1: Simple test-time scaling." arXiv preprint arXiv:2501.19393 (2025).



Using Knowledge to Define Rewards for Reasoning Tasks 

- Symbolic systems can directly provide verifiable rewards to LLMs (similar to Deepseek R1) 
- Process reward models help the model learn faster at the risk of reward hacking 

- Can we use knowledge to guide partial trajectories?  

143

Verifiable Rewards Process Rewards
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Emerging Direction 3: Knowledge Unlearning
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What is knowledge unlearning?

146
https://arxiv.org/pdf/2311.15766

https://arxiv.org/pdf/2311.15766


Approximate Unlearning
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https://unlearning-challenge.github.io/

https://unlearning-challenge.github.io/


Approximate Unlearning
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Approximate Unlearning
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Approximate Unlearning
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https://unlearning-challenge.github.io/
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Approximate Unlearning
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https://unlearning-challenge.github.io/

https://unlearning-challenge.github.io/


Approximate Unlearning
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Relationship with other types of unlearning
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Major Difficulty:  Cannot identify all corrupted data   

154Retraining after removing deletion data is considered a gold standard in unlearning.
https://arxiv.org/pdf/2402.14015

https://arxiv.org/pdf/2402.14015


Major Methods

155

Knowledge 
Unlearning

In-Context 
Learning

Parameter 
Updating

Parameter 
Merging
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In-Context Unlearning

Pro:
- Lightweighted

Cons:
- Not controllable
- Not stable
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https://arxiv.org/pdf/2310.07579

https://arxiv.org/pdf/2310.07579


Bottleneck: In-Context Unlearning is Sensitive to model sizes

158
https://arxiv.org/pdf/2310.07579

w/o unlearning state-of-the-art

https://arxiv.org/pdf/2310.07579
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Simply performing gradient ascent on target token sequencesthem
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https://arxiv.org/pdf/2210.01504
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Sequential Unlearning is more Stable than Batch Unlearning
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https://arxiv.org/pdf/2210.01504
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Why Some Instances are Harder to Forget?

Domains that are more structured are with less performance than domains that are more unstructured:
- Structured: data consists of some kind of patterns such as a list of emails (ENRON EMAILS) 
- Unstructured: data consist of mostly raw English text such as a review for journal submission (PUBMED)

CENTRAL).
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Why Some Instances are Harder to Forget?

Example of structured knowledge:
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Why Some Instances are Harder to Forget?

Example of unstructured knowledge:
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Manling Li 

Northwestern 

Emerging Direction 4: Knowledge in VLMs
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Current VLMs have Poor Geometric Knowledge [Wang et al., 2024]
- Shape/Length

❌ ❌❌



Formosan 
black 
bear

Sun
bear

American 
black 
bear

❌ ❌

VLMs Perform Poorly on Fine-grained Concept Recognition [Kim et al., 2024]
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Current VLMs Perform Poorly on Fine-grained Concept Recognition [Kim et al., EMNLP2024]

● 66% Recognition Accuracy Drop when moving from coarse-grained concepts to fine-grained concepts
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Such error can lead to serious negative effect

Timestamp: 20.28s - 26.30s

Action Subject Object

standing man water

pull man shark

bitten man shark

struggling man water
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Low Performance on Visual Spatial Reasoning  

Video-Language Foundation Models
InternVideo (2023)

Prismatic VLMs (2024)

Low Performance 

https://arxiv.org/abs/2212.03191


What we know about physical world
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Missing knowledge about physical world
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Current VLMs have Poor Geometric Knowledge [Wang et al., 2024]
- Shape/Length

❌ ❌❌
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Tong, Shengbang, et al. "Eyes wide shut? exploring the visual shortcomings of multimodal llms." CVPR2024



Missing knowledge about physical world
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Image embedding encodes 
spatial information poorly.

Current VLMs have Poor Geometric Knowledge [Wang et al., 2024]
- Shape/Length



❌

Current VLMs have Poor Geometric Knowledge [Wang et al., 2024]
- Spatial Relationship



Missing knowledge about physical world
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What is missing?
- Ego-centric View / Visual Theory of Mind



Missing knowledge about physical world

Long-Horizon

Horizon

Semantic

Geometric Geometric Structures Laws of Physics
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Egocentrism Commonsense
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Planning

Mental Simulation

Action

Geometric Features

Spatial Reasoning
Shape / Color ...

Relationship

Transition Model

Pose / Orientation...
Navigation

Episodic Memory

State Changes



User
You are in a room with a book on your left, a door in front of you, an apple on 
your right, and a painting behind you. If you turn right, what will behind you?

AIIf you turn right, the door that was originally in 
front of you will now be behind you.

What is missing?
- Mental Simulation



Missing knowledge about physical world
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What is missing?
- Planning, State Changes, and Mental Simulation

Mental models, which can be viewed as internal representations of the physical world, enable 
humans to understand such concepts with ease.

GPT4 failed 
example

Illustration
Of

Mental
Simulation

    Current LLMs still fall short on understanding concepts involving complex physical interactions.

Figure credits: Zhenhailong Wang
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Missing knowledge about physical world
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Current LMMs fall short on Geometric Info. 

Why? 



Humans learn knowledge through interactions
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Humans learn knowledge through interactions
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Machines learn knowledge w/o interactions

🌎
External World

Machine Learning Models
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Machines learn knowledge w/o interactions

🌎
External World

Machine Learning Models

📜 🎬 🖼
Static Internet-Scale Datasets

Physical World 
Knowledge

🧠 🧠👀
LLM VLM

Multi-sensory 
Interaction

��

Maximum Likelihood

Credits: Zhenhailong



��
Static Internet-Scale Datasets

“Book falling like a rock”

proxy

Video-Language Datasets

Video: A “Visual Recording” of World State Changes

Credits: Zhenhailong



Language 🡪 Vision: Linearize Everything into Language-Like 
Sequences and then Train Language Models

Image
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Language 🡪 Vision: Linearize Everything into Language-Like 
Sequences and then Train Language Models
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Language 🡪 Vision: Linearize Everything into Language-Like 
Sequences and then Train Language Models

Image

Video

Chart

Molecule



What is the bottleneck?

Reasoning

More examples

Images

https://uiuc-blender.slack.com/files/UCFD6MAG3/F0604BU8EAH/screencapture-chat-openai-c-fadd746f-afb3-4008-85ca-3fdbd63d1d1e-2023-10-07-10_28_07.pdf


What is the bottleneck?

Perception Reasoning

More examples

Images

https://uiuc-blender.slack.com/files/UCFD6MAG3/F0604BU8EAH/screencapture-chat-openai-c-fadd746f-afb3-4008-85ca-3fdbd63d1d1e-2023-10-07-10_28_07.pdf


What is the bottleneck?

Perception Abstraction / 
Parsing Reasoning

More examples

Images

https://uiuc-blender.slack.com/files/UCFD6MAG3/F0604BU8EAH/screencapture-chat-openai-c-fadd746f-afb3-4008-85ca-3fdbd63d1d1e-2023-10-07-10_28_07.pdf


What is the bottleneck?

Perception Abstraction / 
Parsing Reasoning

More examples

Images

https://uiuc-blender.slack.com/files/UCFD6MAG3/F0604BU8EAH/screencapture-chat-openai-c-fadd746f-afb3-4008-85ca-3fdbd63d1d1e-2023-10-07-10_28_07.pdf


What is Missing? Intermediate Layers in VLM Pyramid

Language
 Reasoning

?

Visual Perception



Go to lower-level: 

What is Missing? Intermediate Layers in VLM Pyramid



What is Missing? Intermediate Layers in VLM Pyramid

Language
 Reasoning

Geometric Tokens: 
Visually Descriptive Language

Visual Perception



We need Geometric Abstraction 
(Geometric Tokens)

for positions, shapes, etc



Conclusions
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Recap 
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Takeaway Messages 

● Memorization has close connections with knowledge-intensive task performance in LMs. To 
further improve LM performance, we need to increase knowledge density and knowledge 
diversity.  

● Knowledge can be localized within LM parameters, but the precision is questionable. A single 
piece of knowledge can be dispersed across multiple parameters. The organization of 
knowledge is not aligned with semantic/logical relationship. 

● When a large amount of knowledge need to be updated, RAG is often more efficient and 
effective. If fine-tuning is needed, add diverse rewriting and mix in general data to avoid model 
forgetting. 

● Interaction between different facts in LLMs can affect reasoning performance

● Sequential unlearning is better than trying to unlearn all the data at once and that unlearning is 
highly dependent on which kind of data (domain) is forgotten
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Open Questions 

- The 2 bit/param knowledge capacity rule holds for most Transformer-based autoregressive LMs. 
Are there alternative model architectures that can store more knowledge? 

- What kind of instructions are most useful for knowledge extraction? 

- How can we preserve good model calibration when injecting new knowledge through 
fine-tuning? 

- How can we more efficiently utilize knowledge to elicit stronger reasoning ability?
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Q&A
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